Al neumi generovat bezpecna hesla. Test
Kaspersky ukazal alarmujici vysledky
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Spatnou spravu hesel jesté zhorsuje spoléhani se na bézné kombinace jmen, slov
obsazenych ve slovnicich a Cislic. Takova hesla jde nejen relativné snadno desifrovat, ale
pokud kyberzlocinec ziska pristup k heslu na jednom webu, mize mu to usnadnit pristup k
celé radé dalSich uctu.

Lidé jsou vyzyvani k vytvareni jedine¢nych ndhodnych hesel, aby se zabranilo zranitelnosti, kterou
predstavuje opakované pouziti stejného hesla. Vytvareni a sprava hesel vSak muze byt naro¢ny tkol.
Lidé proto mohou podlehnout pokusSeni usnadnit si praci a pouzivat k tomu velké jazykové modely
(LLM), jako jsou ChatGPT, Llama nebo DeepSeek.

Vypada to lakavé. Aby si lidé nemuseli lamat hlavu s vymysSlenim silného hesla, mohou jednoduse
zadat umeélé inteligenci prikaz ,Vygeneruj bezpecné heslo” a okamzité ziskat vysledek. Al vytvari
retézce, které se jevi jako nahodné, coz pomaha vyhnout se lidské tendenci pouzivat predvidatelna
hesla zalozena na slovech ze slovniku. Zdani vSak muze klamat - hesla generovana umélou
inteligenci nemusi byt tak bezpecna, jak byste ocekavali.

Alexey Antonov, vedouci tymu Data Science ve spole¢nosti Kaspersky, to otestoval vygenerovanim
1000 hesel pomoci nékterych z nejvyznamnéjsich a nejduvéryhodnéjsich LLM - ChatGPT (od
OpenAl), Llama (od skupiny Meta) a DeepSeek (novéacek z Ciny). ,VSechny modely vi, Ze dobré heslo
se skldda z nejméné 12 znaki, véetné velkych a malych pismen, ¢islic a symbolii. Hldsi to i pri
generovdni hesel,” rika Antonov.

,DeepSeek a Llama nékdy generovaly hesla sklddajici se ze slovnikovych slov, ve kterych byly misto
nékterych pismen cislice podobného tvaru (tzv. leetspeak): S@d0wl12, M@n@go3, B@n@n@7
(DeepSeek), K5yB0a8dS8, SImPleLlon (Lllama). Oba tyto modely rady generuji heslo ,password' ve
tvaru P@sswOrd, P@ssw0rd!23 (DeepSeek), P@ssw0rd1, P@ssw0OrdV (Llama). Je zrejmé, Ze takovd
hesla nejsou bezpecnd,” dodava Antonov. Triky s nahrazovanim pismen jsou zndmé a neni tézké je
rozlustit pomoci hrubé sily. ChatGPT timto problémem netrpi a generuje hesla, ktera vypadaji jako
nahodna. Priklady:

Kdyz je vSak podrobné prozkoumate, muzete najit vzory. Setkavame se tieba casto s ¢islici 9.

Pri analyze tisicovky hesel generovanych ruznymi modely se ukazuje, Zze Zadny z nich nedosahuje
idealniho rozlozeni znakd. U modelu ChatGPT dominuji zejména pismena x, p, 1 a velké L, coz
nasvédcuje tomu, Ze misto skutecné nahodného retézce hesla obsahuji vyrazné castéji tyto znaky.
Podobné u Llamy se nejcastéji objevuji symbol ,#“ a opét pismena p, 1 a L, pricemz jejich zastoupeni
je sice ponékud vyrovnané;jsi nez u ChatGPT, ale stale daleko od idedlu.

Model DeepSeek vykazuje v podstaté stejné tendence - nékteré znaky se objevuji mnohem castéji
nez jiné, coz zvysuje predvidatelnost vygenerovanych hesel.

Pro skutec¢né nahodny generator hesel by vSak mélo platit, ze kazdy znak (znakova sada, ze které se
heslo sklada) je zastoupen priblizné stejné ¢asto. Teprve tak lze zajistit, Ze hesla nebudou vykazovat
vzory, které by usnadnily jejich prolomeni.

Algoritmy také ¢asto opomijely vlozit do hesla specialni znaky nebo cislice. Tykalo se to 26 % hesel u



ChatGPT, 32 % u Llama a 29 % u DeepSeek. DeepSeek a Llama také nékdy generovaly hesla kratsi
nez 12 znakd.

Se znalosti téchto zavislosti mohou kyberzloc¢inci vyrazné urychlit uhddnuti hesla hrubou silou,
protoze se misto postupného zkouseni vSech moznosti v poradi ,aaa“, ,aab“, ,aac”, ... ,aba“, ,abb“,
»abc”, ... ,zzz", mohou zamérit na casté kombinace vytvarené Al.

Antonov vyvinul v roce 2024 algoritmus strojového uceni, aby otestoval silu hesel, a zjistil, ze témeér
60 % hesel lze uhadnout pomoci modernich GPU nebo cloudovych néastroju pro prolamovani hesel za
méneé nez hodinu. Pri testovani hesel generovanych umélou inteligenci byly vysledky alarmujici -
byla mnohem méné bezpecCna, nez se zdalo: 88 % hesel vygenerovanych modelem DeepSeek a 87 %
hesel vygenerovanych modelem Llama nebylo dostatecné silnych, aby odolaly ttoku sofistikovanych
néstroju kyberzloc¢incti. ChatGPT si v tomto vedl o néco lépe - testem spolecnosti Kaspersky neproslo
33 % jim vytvorenych hesel.

,Problém je v tom, Ze LLM nevytvdreji skutecne ndhodné kombinace.” Misto toho napodobuji vzory z
existujicich dat, takze jejich vystupy jsou predvidatelné, pokud ttocnici védi, jak tyto modely
funguji,” dopliuje Antonov.

VeV s 7

Pouzivejte bezpecnéjsi spravu hesel

Lidé by misto spoléhédni na AI meéli zacit pouzivat specializovany software pro spravu hesel, napriklad
Kaspersky Password Manager. Tyto néastroje nabizeji nékolik klicovych vyhod.

Zaprveé, tento typ softwaru obsahuje kryptograficky bezpecné generatory, které vytvareji hesla bez
detekovatelnych vzort, coz zajiStuje skutecnou ndhodnost. Za druhé, vSechny prihlasovaci idaje jsou
ulozeny v zabezpeceném trezoru, chranéném jedinym hlavnim heslem. Tim odpada nutnost
pamatovat si stovky hesel a zaroven se zabrani jejich ukoristéni ttocniky.

Spravci hesel navic umoznuji automatické vyplihovani prihlasovacich udaji a synchronizaci napric
zarizenimi, coz zefektiviuje prihlasovani bez ohrozeni zabezpeceni. Mnohé z nich nabizeji také
monitorovani Unikl dat a upozornéni uzivateld, pokud jsou jejich prihlasovaci daje nékde
zverejnény.

Al muze pomoci s mnoha tkoly, generovani hesel vSak mezi né nepatri. Vzory a predvidatelnost
hesel vytvorenych pomoci LLM je ¢ini zranitelnymi vuci prolomeni. Misto improvizaci investujte do
renomovaného spravce hesel, ktery je vasi prvni linii obrany proti kybernetickym hrozbam. V dobé,
kdy dochézi k ¢astym Gnikum dat, je nutné mit pro kazdy Gcet opravdu silné a jedine¢né heslo.
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