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Nas novy clanek prijaty na prestizni konferenci SIGIR 2024 prinasi kliCovy prispévek v
oblasti ¢ceského webového vyhledavani. Predstavuje CWRCzech, coz je novy dataset pro
hodnoceni relevance vyhledavani obsahujici 100 miliona paru dotaz-dokument v ¢ceském
jazyce. Pojdme si ho predstavit.

Tento nekomercni dataset urceny pro akademické pouziti je radové vétsi nez zahranicni anglické
datasety a se sklada z klikanych dokumentu pro sémantické dotazy typu: apod. Zaroven nés ¢lanek
ukazuje, jak danda data vyuzit pri trénovani jazykovych modell pro presnéjsi vyhledavani.

Klikanost dokumentu je totiz rddové méné spolehliva nez manualné vytvorena, ale cenové nakladna
anotace. Tento vztah je dobre znazornény na grafu nize, ktery porovnava kvalitu modelu nauceného
Cisté na:

e manualnich anotacich (DaReCzech, oranzova),
o klikanosti dokumentu (CWRCzech, modra).

Mimo jiné z néj vyplyva, ze 1 milion anotaci je mozné v nasSem pripadé nahradit priblizné 20 miliony
klikanymi dotazo-dokumenty. NaSe metoda uceni z klikanych dat tedy dokaze prekonat stavajici
modely ucené tradiCnim zpiisobem bez ¢asové i financné narocné tvorby anotovaného datasetu.

Klikanéa data obsahuji nejen informace o poctu klika, ale také o Casu straveném na strance nebo
pozici, na které se dokument zobrazil. V ¢lanku ukazujeme, jak se chovaji modely naucené na kazdé z
téchto informaci oddélené a jak je mozné informace kombinovat a vyplnit tak slepa mista u kazdé z
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To se odrézi i v nasledujici statistice: Ackoliv totiz 20 % dokumentt ma alespon jeden klik, Cas
straveny na strance je znamy jen pro 50 % z nich. Kombinace informaci je tedy stézejni pro
maximalni uc¢innost nasi metody.

Dalsi klicovy prvek nasi metody spoc¢iva v tom, jakym zplisobem odstranujeme selektivni zkresleni
zanesené puvodem datasetu. Ten totiz obsahuje uz pomérné relevantni dotazo-dokumenty
pochézejici z naseho stavajiciho vyhledavani.

V Clanku proto ukazujeme, jak znovu vybalancovat pomér relevantnich a nerelevantnich dokumenti
za pomoci uméle vytvorenych nerelevantnich dotazo-dokumentu a kontrastivniho uCeni. Zaroven
popisujeme, jak je mozné kontrastivni u¢eni upravit, aby 1épe odpovidalo nasi rankovaci uloze. V
zadkladni formulaci totiz rozliSuje jen relevantni dokumenty od nerelevantnich (tzn. klik vs. neklik),
ale nepracuje uz s mirou relevance jako takovou (tzn. pocet klika).

Modely pouzité v ¢lanku se radi mezi transformery, v soucasnosti nejpopularné;jsi architekturu pro
zpracovani prirozeného jazyka. NaSe metoda prindsi signifikantni zpresnéni relevance jak pro nase
mensi (cca 20M parametri) volné dostupné modely Small-E-Czech a sémantické RetroMAE, tak i pro
vétsi (cca 160M parametru) externi modely typu FERNET.



Modely jsou standardné preducené na Ceském jazyce a poté naucené nasi metodou na klikanych
dokumentech Seznamu. Jiz v tomto kroku dosahujeme zdsadniho zlepSeni. Na zavér pak pouzijeme
mens$i mnozstvi anotaci k dotrénovani modelu, abychom z nasich dat vytézili maximum.

Celkové je nas pristup vyuziti klikovych dat zdsadnim krokem pro kvalitnéjsi vyhledavani v ceském
jazyce a ilustruje, jak je mozné efektivné pracovat s timto typem dat, ktera jsou pro firmy casto
jednoduse dostupna.
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