Seznam predstavuje nove jazykové modely
pro praci s vyznamem textu
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V Seznamu jsme v roce 2021 predstavili jazykovy model Small-E-Czech (Cti: smolicek),
ktery se od té doby stal druhym nejpopularnéjsim ¢ceskym jazykovym modelem. V oblasti
umelé inteligence a zpracovani prirozeného jazyka je ale porad co objevovat. A tak jsme pro
vas noveé vypiplali dalSi malé jazykové modely, zamérené na analyzu a interpretaci jazyka.
Jaké jsou?

Malé jazykové modely, které vznikly v dilné seznamackych vyzkumnikd, v presnosti a schopnosti
chapani ¢estiny predstavuji nové soucasné state-of-the art. Dokonce prekonavaji i daleko vétsi
modely z dilny OpenAl.

A proto jsme je s radosti uz zaclenili do nékterych nasich klicovych sluzeb na Seznamu. Vyrazné
zlepsSuji kvalitu organického vyhledavani, poskytuji presné;jsi a relevantnéjsi featured snippets a
pomahaji vylepSovat vyhledévani obrazku. Integrace téchto modelt do nasich sluzeb umozni
uzivatelim ziskat jeSté bohatsi a presnéjsi vysledky.

Proc¢ jsou seznamacké modely jedinecné?

Modely jsme postavili na osvédcené architekture Transformer, o kterou se opira naprosta vétsina
nejmoderné;jsich technologii ve zpracovani prirozeného jazyka. Nase modely jsou jedinec¢né diky
trem inovativnim metodam uceni, které jsme aplikovali.

Jde o RetroMAE (Masked Autoencoder for Retrospective Learning), unsupervised fine-tuning a
multilingual-distillation. Tyto metody nam umoznily vytvorit modely, které exceluji v porozuméni
¢eskému jazyku, jsou schopné se efektivné ucit z omezeného mnozstvi dat a dovedou se prizpusobit
riznym kontexttm.

Kromé uvedeni modell je ndm potéSenim podporit i védeckou a vyvojarskou komunitu zverejnénim
nového ceského benchmarku. Tento benchmark je urcen k testovani a porovnavani vykonnosti
¢eskych jazykovych modeld. Vedle benchmarku jsou k dispozici samoziejmé i natrénované modely na
platformach jako GitHub a Hugging Face.

Chcete se o jazykovych modelech v Seznamu dozvédét vice? Prectéte si nas odborny clanek, ktery
jsme v inoru prezentovali na AAAI konferenci ve Vancouveru.
Tésime se na vasi zpétnou vazbu a hlavné na vyuzivani nasich modelt v riznych aplikacich.
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