Kyberbezpecnost a umela inteligence: Vyvoj
hrozeb v roce 2023
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V souvislosti s rychlym technologickym pokrokem a spolecenskymi zménami zaujalo téma
»~umeélé inteligence” pevné misto v popredi globalnich diskusi.

Rozsireni velkych jazykovych modela (LLM) vyvolava vétsi obavy o naruseni bezpecnosti a soukromi.
Vyzkumnici spole¢nosti Kaspersky ukazuji, jak nastroje umeélé inteligence pomohly kyberzlo¢incum v
jejich skodlivé Cinnosti v roce 2023, a zaroven predstavuji potencialni obranné aplikace této
technologie. Odbornici spole¢nosti také predpovidaji budouci vyvoj hrozeb souvisejicich s umélou
inteligenci, které mohou zahrnovat:

Komplexnéjsi zranitelnosti

Se zaclenovanim instrukcemi rizenych systémi LLM do stale vétsiho poctu produktt urcenych
béznym uzivatelim se budou na rozhrani pravdépodobnostni generativni Al a tradi¢nich
deterministickych technologii objevovat nové komplexni zranitelnosti, ¢imz se rozsiri pole pusobnosti
utoku, které musi odbornici na kybernetickou bezpecCnost zabezpecit. To bude vyzadovat, aby
vyvojari prozkoumali nova bezpecnostni opatreni, jako je uzivatelské povolovani akci iniciovanych
agenty LLM.

Vsestranny Al asistent pro specialisty na kybernetickou bezpecnost

Pracovnici zabyvajici se simulaci kybernetickych utoka a vyzkumni pracovnici zapojuji generativni Al
do inovativnich nastroju kybernetické bezpecnosti, coz muze vést k vytvoreni asistenta vyuzivajiciho
LLM nebo strojové uceni (ML). Takovy nastroj by mohl automatizovat ulohy simulovanych tutoka a
nabizet rady na zékladé provedenych prikazu pri penetracnich testech.

Neuronové sité se budou stale castéji vyuzivat k vytvareni vizualizaci pro podvody

V nadchézejicim roce mohou podvodnici posilit své taktiky pomoci neuronovych siti a vyuzivat
nastroje umeélé inteligence k vytvareni presvédciveéjsiho podvodného obsahu. Diky schopnosti snadno
vytvaret realistické obrazky a videa predstavuji Skodlivi aktéri zvySené riziko eskalace
kybernetickych hrozeb spojenych s podvody a zpronevérami.

Umeéla inteligence se v roce 2024 nestane hnaci silou prevratnych zmén v oblasti hrozeb

Navzdory vy$e uvedenym trendum zustévaji odbornici spole¢nosti Kaspersky skepticti ohledné toho,
Ze by uméld inteligence v dohledné dobé vyrazné zménila prostredi hrozeb. Kyberzlocinci sice do
svych aktivit zapojuji generativni umeélou inteligenci, totéz vSak plati o kyberobrancich, kteri budou
pouzivat stejné nebo jesté pokrocilejsi nastroje k testovani pro zvyseni bezpecnosti softwaru a siti,
takze je nepravdépodobné, ze by Al zdsadné zménila podminky provadéni utoka.

Vodoznak pro obsah generovany umélou inteligenci

K oznaceni nebo identifikaci uméle vytvareného obsahu budou zapotrebi vétsi regulace a pravidla
pro poskytovatele sluzeb Al, a rovnéz dalsi investice do detekCnich technologii. Vyvojari a vyzkumni
pracovnici se budou podilet na vyvoji metod oznaCovani syntetickych médii vodoznakem pro
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,Uméld inteligence je v oblasti kybernetické bezpecnosti dvousecnd zbran. Jeji adaptivni schopnosti
posiluji nasi obranu a poskytuji proaktivni stit proti vyvijejicim se hrozbam. Stejna dynamika vsak
predstavuje riziko, protozZe utocnici vyuzivaji umélou inteligenci k vytvareni sofistikovanéjsich utokil.
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zodpovédné pouzivani Al bez nadmérného sdilenti citlivych tdaji,” tiké Vladislav Tushkanov,
bezpecnostni expert spolecnosti Kaspersky.
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