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Algoritmy a grafy 1 (BI-AG1.21)

Predmét Algoritmy a grafy 1 pokryva to nejzakladnéjsi z efektivnich algoritmu, datovych struktur a
teorie graft, které by mél znat kazdy informatik. Predmét je urcen pro studenty bakalarského stupné
studia a navazuje a Caste¢né ddle rozviji znalosti z predmétu BI-DML.21, ve kterém studenti ziskaji
znalosti a dovednosti z kombinatoriky nezbytné pro vyhodnocovani ¢asové a pamétové slozitosti
algoritml a na predmét BI-MA1.21, ve kterém se zavadéji asymptotické odhady funkci a zejména pak
asymptotické znaceni.

Neuronové jazykové modely (NI-NLM)

Neuronové jazykové modely jsou zdkladem moderniho pocitacového zpracovani textu. Studenti se v
predmétu seznami s technickymi zéklady architektury Transformer i praktickymi aspekty pouzivani
jazykovych modelu. Cilem predmétu je naucit studenty vyuzivat jazykové modely pri reSeni uloh,
kvalifikované vyhodnotit rizika a kriticky pracovat s odbornou literaturou.

Neuronové sité, strojové uc¢eni a nahodnost (NI-NMS)

Za nebyvaly vzrust role umélé inteligence vdéc¢ime generativnim systémum, jejichz zakladem jsou
moderni metody strojového uceni, predevsim pokrocilé varianty rozsahlych neuronovych siti.
Prestoze studenti fakulty se v jinych predmétech dost solidné sezndmi s tradi¢nimi oblastmi
tykajicimi se nahodnosti pravdépodobnosti a statistikou, systematické objasnéni souvislosti mezi
stochastickymi metodami a trénovanim neuronovych siti ¢i dal$ich modeld strojového uceni jim
prinese teprve predmét Neuronové sité, strojové uceni a ndhodnost.

Programovani distribuovanych aplikaci v jazyce GO (NI-GOL)

Predmeét si klade za cil naucit studenty implementovat distribuované systémy zalozené na
mikrosluzbach s vyuzitim trojice technologii programovaci jazyk GO, serializa¢ni format Protocol
Buffers a komunikacni protokol gRPC a vysvétlit filozofii za jejich pouzivanim. GO se stal v
poslednich letech populdrnim programovacim jazykem s velkou uzivatelskou zékladnou, ve kterém je
napsano velké mnozstvi znamych nastroji, jako Docker, Kubernetes, Prometheus, Terraform.

Pocitacové vidéni (NI-PIV)

Predmét PocitaCové vidéni se zaméruje na teoretické i praktické zvladnuti modernich metod a
algoritmu z oblasti zpracovani obrazovych dat. Studenti se seznami se zékladnimi principy
pocitacového vidéni, postupné prejdou k pokrocilym technikam pocitacového vidéni vyuzivajici
hluboké uceni. Cilem kurzu je vybavit studenty znalostmi a dovednostmi potrebnymi pro porozumeéni,
analyzu a navrh systému pocitacového vidéni v kontextu aktualnich vyzkumnych trendu a
praktickych aplikaci.
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