Blackout na univerzite, kdo a jak ho resi?
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»Po vypadku proudu se nejprve zjistuje, jestli se nejedna o kyberbezpecnostni incident a
neni potreba ho resit v soucinnosti s Narodnim uradem pro kybernetickou a informacni
bezpecnost. Energetici z univerzity a lidé z oddéleni informacnich systému (OIS) vSak velmi
brzy rozklicovali, ze vypadek neni lokalniho charakteru a ze se jedna o problém s
energetickou dodavkou a dalsi kroky se tedy vydaly po této stopé,” rika manazer
kyberbezpecnosti TUL FrantiSek Tomes.

Prvni kroky energetikt a tymu z OIS pak vedou do nové vybudovaného datacentra v budové G, kde
jsou vSechny dulezité servery a virtualiza¢ni infrastruktura s vétSinou TUL serveru. Je tam 150kW
zalozni zdroj (UPS) a 300KVA diesel generator.

,Po vypadku jdeme okamzité kontrolovat, zda generator naskocil, pokud ano, kontrolujeme pro
jistotu stav nafty. Ve chvili, kdy se zddlo, Ze vypadek bude delsi, jsme objednali dovoz dalsich 100
litrti nafty od technického tseku, ¢imz jsme dobu zdlohy dostali asi na 20 hodin. K tomu prodlouzeni
zdlohy nds vedl neddvny vypadek ve Spanélsku, kdy jim obnova trvala dva dny,” ¥iké Jan Rous,
vedouci OIS.

Dodava, ze vypadek proudu na budové G testuji pravidelné, vzdy prvni Ctvrtek v mésici. V ¢ervenci to
vyslo zrovna na den, ktery predchézel patecnimu celorepublikovému vypadku proudu. Test dopadl
vyborné, coz zmirnilo pri skute¢ném vypadku obavy z komplikaci.

,Bohuzel zdlohovat instalované technologie nevydrzel zdlozni zdroj na budove H, kde je uzel
Cesnetu, ktery zajistuje konektivitu jak pro TUL, tak pro dalsi liberecké instituce. Bylo to tésne. UPS
spadla jen asi dvé minuty pred obnovenim doddvek proudu. Veskeré informacni systémy jako Stag a
Vema tedy diky generdtoru na budové G zustaly v provozu, ale konektivita nebyla cca po dvé hodiny
dostupnd. Kolegové Adamec s Kmochem tam ihned vyrazili resit obnovu provozu a spusténi
technologie. Domi sli az vecer, kdyz bylo vse hotovo,” dodava Rous.

Ostatni budovy jako P nebo T a také budovy koleji maji vlastni UPS, které udrzi systémy v chodu v
radech desitek minut, pak také spadly. S tim se vSak pocita. V téchto budovach neni z pohledu
centralnich informacnich systému provozovano nic zasadniho a neni problém je pak plné uvést do
provozu.

Mezitim se resi drobnosti. Je napriklad potreba zalarmovat domovniky, aby ruéné otevreli zavory a
zameéstnankyné a zaméstnanci mohli odjet. Vypinaji se technologie, které neni nezbytné nutné udrzet
v provozu béhem vypadku, a tim se Setri kapacita na zéloznich zdrojich. Mezitim je potreba se mezi
sebou neustale domlouvat a také se snazit zjistit, jak situace s vypadkem proudu vypada
celorepublikove.

,Za téch spoustu let, co délam na TULce, jsem takhle dlouhy nepldnovany vypadek proudu jesté
nezazil. Byla to naprosto mimorddnd situace, kterd provérila, Ze mame systémové veci dobre
nastavené, i kdyz prostor pro zlepsSeni tu vnimdm, a také to, Ze cely tym v krizové situaci umi odvést
vybornou prdci a md nasazeni, protoze domt se slo opravdu, az bylo vse hotovo,” uzavira Jan Rous.

A kde je podle Jana Rouse prostor pro zlepseni? Do budoucna je urcité potreba zavést zdlohu na
budové F vCetné menzy, kde zatim chybi. Také by se v podobnych pripadech hodila jedna zalohovana
linka mezi kampusem a budovou H, kde je uzel Cesnetu, a tedy pater pro internetové pripojeni.



Pravdépodobné budou posileny zalozni zdroje pristupového a zabezpecovaciho systému, aby bylo
mozné Ctecky a elektricky ovladané zamky v budovach pouzivat alespon dvé hodiny. Vhodné by bylo i
néjaké dalsi komunikacni zarizeni, napriklad vysilacky, kterymi by se pri delSim blackoutu mohli s
kolegynémi a kolegy koordinovat, protoze mobilni sit byla v nékterych mistech pretizena a
nefunkéni.
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Dovétek:

Tento ¢lanek budiz alespon malym podékovanim. Diky nasazeni kolegu z OIS, energetika i
technického tseku jsme prisli v pondéli do prace a vSe fungovalo. Odbornici se shodnou na tom a
podobné priklady z velkych instituci to potvrzuji, ze pokud by se vypadek proudu a navazné vypadek
systému neresil neprodlené, byla by velmi pravdépodobné TULka paralyzované nékolik dalSich dni,
mozna az tyden.
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