Al je stale horké téma, ukazal Seznam
Meetup vénovany jazykovym modeliim
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17. rijna se uskutecnil uz druhy ro¢nik Seznam Meetupu zaméreného na vyvoj a praktické
pouziti generativnich jazykovych modelu.

Akce prilédkala pestrou smésici technologickych nadS$enct, vyzkumniki i odbornikt z oblasti umélé
inteligence. Meetup byl soucasti Dnu Al 2024 a prinesl fadu inspirativnich prednasek, praktickych
ukézek a networkingovych prileZitosti. O i¢ast na akci, kterd probéhla v budové CVUT i online,
projevilo zadjem bezmala 600 ucastnika.

O uvod meetupu se postaral tym ze Seznamu, hosty privitali a celym programem provazeli Veronika
Krejcirova a Vitek Libal. Sérii prednasek odstartovala Diana Hlavacova, ktera ma v Seznamu
produktové na starosti vyvoj interniho jazykového modelu - SeLLMy.

Diana Hlavacova: Selmy na scéné! Jak uvadime SeLLMa
modely do produkce

Diana se ve své prednasce zameérila na klicové divody, pro¢ Seznam investuje do vyvoje vlastniho
velkého jazykového modelu. Zdlraznila predevsim aspekty jako bezpecnost a efektivita. ,Nasim
cilem je mit plnou kontrolu nad modelem, ktery bézi na naSich serverech, a zajistit, ze uzivatelska
data zGstanou uvnitf firmy,“ uvedla.

Diana hovorila také o technickych pozadavcich na provoz vice modela souc¢asné, dirazu na nizkou
latenci a efektivnim vyuziti hardwaru. Zminila systém LLM proxy, ktery umoznuje snadnou adopci
modelu diky jednotnému API vyuzitelnému jak pro interni, tak externi aplikace. Prezentace
zahrnovala i praktické ukazky aplikaci, jako jsou sumarizace vysledkl vyhledavéani nebo generovani
popisku pro Sreality.

Jan Petrov: Od sténéte k SeLLMé: Co jsme pred rokem
nevedeli

Jan Petrov ze Seznamu predstavil technické aspekty fine-tuningu velkych jazykovych modela a jejich
provoz na vice grafickych kartach. Zduraznil, Ze u tak velkych modeld, jako je ten se 70 miliardami
parametru, je nutné pouzivat technologie jako DeepSpeed Zero, ktera efektivné ridi distribuci dat
béhem trénovani. Zaroven zminil dilezitost syntetickych dat a pokrocilych metod, jako jsou rejection
sampling a optimalizace modela pomoci direct preference.

Honza se dotkl také problematiky dlouhého kontextu, ktery predstavuje vyzvu pro modely s velkymi
naroky na pameét. V souvislosti s tim popsal, jak kvantizace a speciélni techniky, jako je grouped
query attention, mohou zlepsit efektivitu modelu pri zpracovavani dlouhych textu.



Adam Kolar: Jazykové modely v klinickych studiich

Zajimavym prikladem vyuziti jazykovych modeld v redlném svété byla prednaska Adama Kolare ze
spolecnosti MindMed, ktery hostum predstavil projekt zaméreny na méreni uzkosti pomoci LLM.
Projekt, ktery vychazi z klinickych studii s pacienty, zahrnoval zpracovani zvukovych nahravek a
jejich hodnoceni na Hamiltonove Skale uzkosti. Adam vysveétlil, jak jejich model vyuziva transkripci
pomoci technologie WhisperX a jak se snazi predejit problémtm s halucinacemi, které mohou
negativné ovlivnit vysledky.

Adam také ukazal, jak strukturovany pristup ke tvorbé promptl a spravna segmentace textu zlepsuji
presnost hodnoceni. Tento pristup spolecnosti MindMed umoznil dosahnout vysoké shody s lidskymi
hodnotiteli a identifikovat oblasti, kde je mozné se dale zlepSovat.

Petr Simecek: Moznosti a uskali vyuziti velkych jazykovych
modelu ve svété medialniho monitoringu

Petr Simecek ze spole¢nosti Mediaboard predstavil vyuZiti jazykovych model{ v oblasti zpracovani
medialniho obsahu a sumarizace ¢lanku. Zminil vyzvy spojené s halucinacemi modell pfi sumarizaci
textu a ukazal, jak tym z Mediaboardu vyuziva gpt4o-mini pro efektivni shrnuti a detekci sentimentu.
Zaroven se dotkl problematiky embedovani texti a benchmarku pro hodnoceni kvality vysledku,
pri¢emz vyzdvihl potfebu kvalitni CeStiny a strukturovanych promptl pro lepsi jazykovou plynulost. K
tomu pak ukéazal vlastni benchmark verejné dostupny na Githubu.

Stanislav Fort: Adversarialni atoky

Stanislav Fort z DeepMindu uzavrel meetup prednaskou o adversarialnich Gtocich na neuronové sité,
které mohou zmanipulovat vystupy modeld. Ukézal, jak mohou specifické zmény ve vstupnich datech
zpusobit zmateni modelu a soucasné i své vlastni reSeni, kdy model mimo jiné pouziva klasifikatory
na kazdé vrstvé modelu a je o to robustnéjsi. Prezentace zduraznila dulezitost bezpecnostnich
opatreni v oblasti Al, a to zejména u autonomnich systému, jako jsou samoriditelna auta, kde by
takové utoky mohly mit katastrofalni nasledky.

Postery vzbudily zajem a podnitily diskuzi

Soucasti meetupu byla také poster session, ve které se predstavily Ctyri postery. Dva z nich
predstavily nové benchmarky a evaluace ¢eskych generativnich modelt:

e ? (autor: Adam Jirkovsky)
» BenCzechMark: Ceskocentricky viceulohovy a vicemetrikovy benchmark pro jazykové
modely s duelovym hodnoticim mechanismem (autor: Martin Fajcik)

Zbylé dva postery pak ukazaly praktické pouziti generativnich model v aplikacich Seznamu:

« Klasifikace webovych stranek za ucelem urceni zajmu uzivatelu s vyuzitim LLM
(autori: Jaroslav Veverka, Andrej Vojtus)
e Automaticka sumarizace podobnych ¢lanku pomoci LLM (autor: Michal Chudoba)

Chcete byt soucasti tymu, ktery se v Seznamu podili na vyvoji velkych jazykovych modeli? Mrknéte
na volné pozice, které pravé obsazujeme.



Po oficialni ¢asti programu mezi ucastniky probihala neformalni konverzace nad Al technologiemi a
aktualnimi vyzvami v oboru. Networking pokracoval u sklenky vina, kde byla tématem nejen
budoucnost velkych jazykovych modelt, ale resily se i praktické otdzky jejich implementace.
Atmosféra byla skvéla a diskuse tak Zivé, Ze pokracovaly i poté, co jsme opustili prostory CVUT.
Setkani ukazalo, jak dalezita je pro technologickou komunitu vyména zkuSenosti a jaké nadSeni
kolem AI technologii stale panuje. A to nas moc tési.
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