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Vyhledavani informaci na internetu se stalo nedilnou soucasti nasich zivotu. At uz
potrebujeme rychle zjistit, jak opravit zaseknuty zip, najit nejlepsi kavarnu v okoli nebo
vybrat darek k narozeninam - internetové vyhledavace jsou casto nasi prvni zastavkou. A s
rostouci sofistikovanosti technologii se méni i zpuisob, jakym s vyhledavaci komunikujeme.

Casy se méni. Zatimco dfive jsme zadavali kratké, iderné fraze slozené z klicovych slov, dnes stéle
castéji pokladame dotazy v prirozeném jazyce. Misto ,bolest hlavy“ se ptame ,Co pomaha na
migrénu?“ nebo ,Jak rychle ulevit od bolesti v krku?“. Tento posun klade na vyhledavace nové
naroky - musi porozumeét nejen jednotlivym sloviim, ale i kontextu a zaméru celé véty.

Na pocatku internetového vyhledavani staly invertovane
indexy

Tento systém funguje na principu mapovani slov na dokumenty, kdy pojem dokument oznacuje
webovou stranku nebo jeji ¢ast, ve které se vyskytuji. Zjednodus$ené si muzete predstavit obrovskou
tabulku, kde v jednom sloupci jsou vSechna slova z indexovanych dokumentl a v druhém sloupci
seznamy odkazu na dokumenty, kde se tato slova nachézeji. Kdyz uzivatel zadal dotaz, vyhledavac
jednoduse nasel v této tabulce odpovidajici slova a vratil seznam dokumentt, kde se tato slova
vyskytovala. Tento systém byl a je velmi efektivni pro rychlé vyhledévani na zékladé klicovych slov.

Invertované indexy vSak maji své limity, zejména v oblasti sémantiky. Bez rozsahlych slovnika
synonym a pribuznych slov nedokazi rozpoznat, ze ,auto” a ,vozidlo” mohou v ur¢itém kontextu
znamenat totéz nebo zZe ,doktor” a ,lékar” oznacuji stejnou profesi. Chybi jim porozuméni vyznamu a
kontextu slov.

Vektorova reprezentace jazyka: Cesta k porozumeéni vyznamu

Prilom v této oblasti priSel s technikami vektorové reprezentace jazyka. Tato metoda prevadi slova,
fraze nebo celé dokumenty na Ciselné vektory v mnohorozmérném prostoru. V tomto prostoru jsou
slova s podobnym vyznamem blizko u sebe.

Klasickym prikladem je vztah mezi slovy ,kral“, ,krélovna“, ,muz“ a ,Zena“. Pokud od vektoru
reprezentujiciho slovo ,kral“ odecteme vektor ,muz” a pricteme vektor ,zena“, dostaneme se velmi
blizko k vektoru reprezentujicimu slovo ,kralovna“. Tento jednoduchy priklad ukazuje, jak vektorové
reprezentace zachycuji vyznamové vztahy mezi slovy.

Metody vektorové reprezentace textu prosly za posledni dekadu zasadnim vyvojem. Vyznamnym
okamzikem bylo predstaveni techniky Word2Vec v roce 2013. Ta umoznila efektivni vytvareni
vektorovych reprezentaci slov s ohledem na sémantické vztahy.

Nésledovaly metody jako GloVe nebo ELMo, které prinesly dalsi zlepSeni, ale zasadni prilom nastal v
roce 2018 s prichodem jazykovych modelu zalozenych na architekture transformert (napt. BERT).



Tyto modely vytvareji hluboké, kontextové zavislé reprezentace nejen slov, ale i celych vét a
dokumentt. Nejnovéjsi generace modelq, jako je GPT-3, dokéaze navic generovat vysoce kvalitni
vektorové reprezentace pro Siroké spektrum jazykovych uloh.

Vektorové indexy jsou revoluce ve vyhledavani

Zatimco vektorova reprezentace jazyka umoznila porozuméni vyznamu slov, vektorové indexy
prinaseji efektivni zplsob, jak v téchto vektorech vyhledavat. Funguji na principu organizace
vektorovych reprezentaci do specialnich datovych struktur, které umoznuji rychlé nalezeni
nejblizsich sousedt v mnohorozmérném prostoru.

Tyto struktury, ¢asto zalozené na hierarchickych stromech nebo grafech, dokazi efektivné
prohledavat miliardy dokumentt na internetu tim, ze rychle identifikuji skupiny podobnych vektord.
Diky tomu mohou vektorové indexy objevit relevantni dokumenty, které by tradicni vyhledavace
zalozené na klicovych slovech mohly prehlédnout.

Predstavte si napriklad situaci, kdy hledate rady na ,rychlou veceri pro déti“. Dokument, ktery mluvi
0 ,jednoduchych jidlech pro rodiny“ nebo ,snadnych receptech pro zaneprazdnéné rodice”, by
tradi¢ni vyhledavac pravdépodobné prehlédl.

Vektorové indexy vSak dokdazi rozpoznat sémantickou podobnost téchto frazi a prinést relevantni
vysledky, i kdyz neobsahuji presnéa slova z daného dotazu. Kromeé toho si dokazi poradit s naro¢nymi
preklepy a v nékterych pripadech i s fonetickymi prepisy. Bez této schopnosti by mnoho dokumenta
zustalo prakticky nedohledatelnych, coz ukazuje, jak zdsadni jsou vektorové indexy pro moderni
vyhledavani.

Pres nesporné vyhody vektorovych indexu Celi jejich implementace vyzvam v podobé vysoké
vypocetni narocnosti, narokd na pamét a obCasné nepresnosti pri vyhledavani specifickych
informaci, jako jsou presna jména, data nebo lokality. Proto se v praxi osvédcuje kombinace
vektorovych indexu s tradi¢nimi invertovanymi indexy, coz umoznuje vyuzit silné stranky obou
pristupt - sémantické porozuméni vektorovych indexu a presnost invertovanych indexu pri
vyhledavéani konkrétnich termint.

Zapojeni vektorovych indexu do Vyhledavani na Seznamu

Seznam aktivné vyuziva vektorové indexy ve Vyhledavani od roku 2020. Pro tento tcel vyuzivame
vlastni implementaci, kterd ndm umoznuje plnou kontrolu a optimalizaci celého procesu. NaSe reseni
je postaveno na populdrni knihovné hnswlib , ktera vyuziva grafovou strukturu a je znama svou
efektivitou, Skalovatelnosti a rychlosti pri praci s vysokodimenzionalnimi daty.

Zpocatku jsme pro prevod dokumentt do vektorovych reprezentaci pouzivali modely typu fastText,

nasledné derivaty modelu BERT zalozené na predtrénovani modelu ELECTRA. Postupnym vyvojem

jsme vsak presli na jazykové modely predtrénované RetroMAE pristupem, které ndm pomahaji jesté
lépe zachytit vyznam textu. Nase modely jsou specialné trénované na ceském jazyce a obsahu, diky
¢emuz dokéazi porozumét jemnym nuancim a specifikim ¢estiny. Pokud vas zajimaji nase nejnoveé;jsi
modely z tohoto roku, doporucujeme precist si clanky tady a zde.

Pri vytvareni vektorovych reprezentaci dokumentl bereme v ivahu vice faktort, abychom ziskali co
nejkomplexnéjsi reprezentaci obsahu. Jako vstupy do nasich modela pouzivame napriklad:

Casto obsahuje kli¢ové informace o obsahu.



e URL adresu
Miuze poskytnout dodate¢né kontextové informace.

¢ Odstavce z dokumentu
Analyzujeme samotny obsah pro hlubsi porozuméni tématu.

V soucasnosti pouzivame dva modely pro generovani vektorovych reprezentaci:

1. Model ve velikosti base

Zpracovava titulek, URL a poc¢atek dokumentu, produkuje 256dimenzionalni vektorové reprezentace.
2. Model ve velikosti small

Zameéruje se na jednotlivé odstavce dokumentu a produkuje 128dimenzionalni vektorové
reprezentace. Tato kombinace ndm umoznuje zachytit jak celkovy kontext dokumentu, tak i detailni
informace z jeho obsahu.

Tyto modely jsou ted zékladem pro nasi implementaci vektorovych indext ve Vyhledavani. Jsou ale
stale jen jednim z mnoha dilki, které nam umoznuji 1épe porozumét uzivatelskym dotazam a
poskytovat relevantnéjsi odpovédi. Vyvoj vyhledavace je kontinualni proces, v némz vektorové indexy
predstavuji dllezity, ale zdaleka ne posledni krok na cesté k dokonalej$imu vyhledavani.
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