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V 1utery 25. Cervna dopoledne mezi 10. a 11. hodinou probihal pravidelny test odstavky
datového centra Kokura. Tyto odstavky jsou soucasti snahy Seznamu ovérovat, ze jeho
provozni infrastruktura je robustni a vyporada se v pripadé neplanovaného vypadku se
ztratou celé jedné lokality. Samotna hodinova odstavka probihala znacné klidné,
komplikace nastaly az po navratu odpojeného datacentra zpét do provozu.

Testovani datovych center za plného provozu v dopoledni $picce ma svoje divody a genezi. Samotné
testovani je snad jediny Gc¢inny zpusob, jak si ovérovat, Ze v praxi funguje z hlediska zabezpeceni
provozu vse, na co firma spoléhda a do ceho investuje Cas a penize s cilem dosahovat vysoké provozni
dostupnosti svych sluzeb.

Posledni dva roky Seznam zasvétil pravidelnému testovani pod skuteénou zatézi. To postupné vedlo
k tomu, Ze dnes za béznych okolnosti uzivatelé odstavku datového centra vyznamné nepociti, protoze
vSechny sluzby bézi vice méné v poradku.

.1 tentokrat vse vypadalo bezproblémové. Z prvnich hlaseni vyplynulo, Ze trochu zazlobilo Pocasi.cz,
kde zrejme slo jen o konfiguracni chybu, kterou tento test odhalil. Za béhu to bylo napraveno. Krdtce
pred 11. hodinou byl ohldsen ndvrat do normdlu. Obvykle by tim vse skoncilo a pdr lidi by suse
konstatovalo, Ze to bylo opét bez potizi. JenZe nebylo,” popisuje situaci Vlastimil PeCinka, technicky
reditel Seznam.cz. Prvnim reportem byla hlaSena nedostupnost firemniho intranetu, e-mailu a
kalendare, nasledovalo hledani. To bylo prisuzovano moznému flapovani po pripojeni odstavenych
sluzeb. Nicméné zhruba od 11:11 hodin uz bylo vic a vic jasné, ze se déje néco s DNS - zacal
hromadny report nefungujicich sluzeb.

Co se tedy stalo?

Je jesté brzy na definitivni zavéry, je vSak mozné popsat prvni kdmen, ktery vypadl z prehrady a
zpusobil protrzeni hraze s naslednou zaplavou. Po pripojeni odstavené Kokury v relativné kratké
dobé prestal fungovat interni resolving doménovych jmen. Tedy prestaly fungovat takové technické
véci jako ,jaka je IP adresa databazového serveru XYZ“ nebo ,kde lezi aplikace ABC, kterou
potrebuji spustit, protoze aplikaci zacalo pouzivat vice uzivatelu“? Duvody, pro¢ to prestalo fungovat,
musi zastupci firmy dukladné zanalyzovat. Infrastruktura se ocitla pod palbou vlastnich komponent a
aplikaci v nich bézici, které se opakované a netinavné doptdvaly, ,jakéa je IP adresa ...?“, zacaly se
plnit fronty a cely cloud de facto zamrzl. Komponent, které se dokola najednou ptaly, byly vysoké
statisice. Smrtici jisté bylo, Ze se zacaly viceméné ptat vSechny najednou, protoze jim vyprsely Casy,
po které si pamatuji predchozi odpovédi. Nekratky cas stalo toto identifikovat a pak se snazit proud
dotazu od statisicli komponent a agentt ,usmérnit” (aby se neptaly nebo aby se jejich dotazy
zahodily a odhlasilo se tak DNS resolvingu).

Situaci kolem DNS resolvingu se podarilo stabilizovat kolem 13:08 hodin, tedy zhruba po dvou
hodinéch boje s valici se vodou z pretrzené hraze. Ale vyhréno nebylo. V dusledku problémi s
resolvingem stacily ,popadat” rizné aplikace, véetné téch dulezitych infrastrukturnich. A bohuzel
nemohly nabéhnout, protoze nebylo k dispozici tlozisté s aplikacemi (kontejnery). Identifikace



priciny a rozjeti trvalo pres dalsi hodinu (tymy bojovaly zejména s kruhovou zavislosti jednotlivych
komponent a muselo se to rozjizdét manuélné). Rozjetim tlozisté se pak jiz zacalo vSe vracet do
normalu, ve 14:44 hodin vypadala situace zvenku na navrat k normalu a v 15:14 hodin byla odvolana
pohotovost.

Nasim uzivatelim se omlouvame za zpusobené komplikace. V testech urcité nebudeme polevovat,
protoze jinak nékde v tichosti roste problém, ktery kdyz vybubl4, tak vétSinou v dobé, kdy jste
nejméneé pripraveni a v rozsahu, kterému se dalo predejit testovanim.
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