Hlasové deepfakes nedokazi rozpoznat lidé
ani bezpecnostni systémy, atoku pribyva
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Uméla inteligence se vyviji rychle a deepfake nahravky hlasu si tak muze doma a ve vysoké
kvalité vytvorit témeér kazdy

Hlasovy deepfake je podmnozinou syntetické reci - jde o automaticky vytvorené médium s vyuzitim
hlubokych neuronovych siti.

,Lidé neocekavaji, Ze se s deepfake hlasem mohou setkat, a jsou tak schopni ignorovat i chyby nebo
horsi kvalitu nahravky. V ohroZeni jsou vSichni uzivatelé telefonu a socialnich siti. Oteviraji se tak
moznosti vishingovych utoka, coz je kombinace deepfake hlasu a phisingu, na velké mnozsti lidi,“
dodavé vyzkumnik a upozornuje, ze vhodnou ochranou muze byt pravé zvySovani obecného
povédomi o problematice.

V ohrozeni jsou podle néj vsichni, kdo pouzivaji telefon, pocita¢ ¢i maji ic¢et na socialnich sitich.
Casty pripad ttoku typu social engineering je napiiklad vyzrazeni internich informaci ve firmach
pomoci telefonatu. ,Zazvoni telefon a ozve se vas kolega z jiné pobocCky. Zna ty spravné formulace i
slova a tvari se, ze mu nefunguje pocitac a potrebuje, abyste se za néj podivali do systému a treba
mu sdélili pristupové udaje,” popisuje Firc.
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kvalité dokéazi doma vytvorit i lidé bez velkych technickych znalosti. A systémy hlasové biometrie,
které ovéruji identitu volajicich do bank ¢i call center, nedokazi spolehlivé rozeznat syntetickou
nahravku od redlné lidské reci. ,Testoval jsem dva komercéné rozsirené systémy hlasové biometrie a
potvrdilo se, Ze ani ony nedokdazi rozeznat pravou nahravku od umélé,” uvadi vyzkumnik.

,Jediné, co zatim odbornici odhalili, je, Zze u deepfake nahravek se vyskytuje vice energie ve vyssich
frekvencich, zatimco u lidské reci je tato energie rozlozena linearnéji,” vysvétluje Anton Firc | Autor:
Véclav Konicek

Nejvétsim problémem podle négj je, Ze ani vyvojari biometrickych systému nemaji k dispozici
metodiku, jak odolnost systému proti deepfake titokum testovat. ,Existuji modely, detektory
deepfakes, zaloZzené na neuronovych sitich, které jsou schopné detekovat, zda se v nahravce
vyskytuji anomalie, které se v bézné reci nenachazeji, a vyhodnotit, jestli je prava nebo synteticka. Je
ale velmi naroc¢né vysvétlit, na zdkladé ¢eho se tyto modely opravdu rozhoduji. Jediné, co zatim
odbornici odhalili, je, ze u deepfake nahravek se vyskytuje vice energie ve vyssich frekvencich,
zatimco u lidské reci je tato energie rozlozena linearnéji,” upozoriuje vyzkumnik a dodava, ze
detekce a spravné testovani deepfakes je teprve v zac¢atcich.

Zatimco aktudlné jsou tercem utokl predevsim banky a soukromé firmy, do budoucna mohou na diry
v kybernetické bezpecnosti doplatit i bézni lidé.

»Jedna slovenska banka je vam pouze na zdkladé hlasové verifikace ochotna vydat kreditni kartu.
Vzhledem k tomu, Ze Uniky dat jsou bézné a neni problém koupit si néci osobni informace, bude s
pomoci deepfake nahravek hlasu velmi snadné o kreditku zazadat na jiného ¢lovéka. A navic, umeéla
inteligence se vyviji tak rychle, ze brzy budeme schopni tyto itoky automatizovat a zapojit do nich
jazykové modely, jako je ChatGPT. V nejhorSim scénéri tak muze vzniknout armada umélych
telemarketéru, kteri budou volat starsim lidem a predstirat, Ze jsou napriklad ¢lenové rodiny, méli



autonehodu a potrebuji okamzité poslat penize,” nastinuje Firc mozné scénare zneuziti deepfake
nahravek v budoucnu.

Anton Firc se deepfakes poprvé zabyval v diplomové praci, v niz zkoumal odolnost hlasové biometrie
vuci deepfake hlasu | Autor: Vaclav Koni¢ek

Problematikou deepfakes v ramci kybernetické bezpecnosti se zacalo zabyvat i Ministerstvo vnitra,
které podalo vyzvu na bezpecCnostni vyzkum, na kterém Anton Firc (za skupinu Security@FIT)
spolupracuje se skupinou Speech@FIT a spolecnosti Phonexia. Cilem je vyvinout néastroje, které
dokdazi uméle vytvorené nahravky spolehlivé identifikovat.
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